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Effective computation of Chebyshev

polynomials for several intervals

A. B. Bogatyrëv

Abstract. A cell decomposition of the space of polynomials Tn(E, x) of least devi-
ation from zero on a system E of several closed intervals of the real axis is discussed.
An effective method for calculating the Tn in each cell making use of automorphic
functions is put forward.

Bibliography: 29 titles.

§ 1. Introduction

Let E be a collection of several intervals of the real axis with extreme left and
extreme right points −1 and +1, respectively. We consider the classical problem of
the polynomial of least deviation on E: in the class of polynomials

Pn(x) = xn + · · · (1)

of degree n with real coefficients find the polynomial of minimum C(E)-norm

Ln = inf
Pn

max
x∈E
|Pn(x)|. (2)

We call the solution of the problem (1), (2), divided by the deviation of Ln from
zero, the Chebyshev polynomial Tn(E, x) of the set E.

The problem of least deviation goes back to Chebyshev, who solved it in the
case of E = [−1, 1]. In many special cases of the form E = [−1, a] ∪ [b, 1],
−1 < a < b < 1, the solution of the problem was obtained by Akhiezer [1], but
in fact, can also be found in Zolotarëv’s papers [2] and [3] (see also [4]), who did
not himself discuss the problem. The solutions in these papers were constructive,
in terms of elliptic functions. In the case when E is a union of several intervals
some problems of least deviation were solved by Lebedev [5]. In a recent paper [6]
Peherstorfer and Schiefermayr develop a method for computing the polynomials
of least deviation on several intervals, which however is efficient only for small
degree n. Akhiezer [7] suggested Schottky automorphic functions for a parametric
representation of solutions in the general case, but this approach (which was used
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for extremal rational functions, see [8]) so far has not been sufficiently developed
to produce quantitative results. It is this approach that we concentrate on in our
paper.

We now formulate the problem that we are solving; it should be pointed out
from the outset that this is not the problem of least deviation (1), (2). We embed
the space of Chebyshev polynomials

⋃
E Tn(E, · ) of degree n in the space of poly-

nomials of degree at most n, which we identify with Rn+1. Using Akhiezer’s ‘comb’
domains [9], [10] one can show that the space of Chebyshev polynomials is an
unbounded closed subset of Rn+1 diffeomorphic to an (n − 1)-dimensional coordi-
nate sector. This sector [0,∞)n−1 has a natural cell decomposition into sectors of
smaller dimension lying in various planes spanned by coordinate axes. The corre-
sponding decomposition of the space of Chebyshev polynomials has the following
form: ⋃

E

Tn(E, · ) =
n−1⋃
g=0

⋃
m0,...,mg

T(m0, m1, . . . , mg), (3)

where the positive integers m0, m1, . . . , mg, of total sum n, describe the topologi-
cal structure of the graph of Tn, and T(m0, m1, . . . , mg) is a smoothly embedded
g-dimensional cell. Thus, to each Chebyshev polynomial we can assign a collection
of parameters peculiar to it: discrete parameters {mk}gk=0 that specify the cell T
and continuous parameters νk, 0 < νk <∞, k = 1, . . . , g, that are global coordinate
functions in that cell. The computation of the Chebyshev polynomials Tn( · , x) in
terms of the values of these parameters is the subject of the present paper.

Unfortunately, we do not know the mapE →
[
g; {mk}gk=0; {νk}

g
k=1

]
, which could

be helpful in the solution of the problem of least deviation (1), (2). More than
that, this map is unstable. By contrast, the map

[
g; {mk}gk=0; {νk}

g
k=1

]
→ {E}

associating with a fixed Tn all corresponding least deviation sets E (such that
Tn = Tn(E, · )) has a simple structure and we describe it in Theorem 2.

A construction going back to Akhiezer enables one to embed each g-dimensional
cell T(m0, . . . , mg) in some moduli space H(R; g, 1) of twice the dimension. The
moduli space H consists of hyperelliptic curves M of genus g with real ramification
points and one distinguished real point, and the embedded cell T is described by
Abel’s equations ∫

B̃s

dη = 2πi
ms

n
, s = 0, 1, 2, . . ., g, (4)

discussed in § 2.1. For an effective computation of Chebyshev polynomials it suffices
to find a representation of Riemann surfaces M making up the moduli space (a
model) that could be convenient in the solution of two problems:

(A) the effective resolution of the constraints (4);
(B) the effective recovery of a polynomial Tn( · , x) from the curve M represent-

ing it.

As long ago as 1928, Akhiezer — in connection with another problem of least
deviation — proposed the use of the Schottky uniformization ofM for the solution of
the second problem. The novel feature of our approach is that we solve problem (A)
in the same framework.
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The scheme of the computation of Chebyshev polynomials is as follows: from an
arbitrary point in the moduli space, using variational formulae for the left-hand
sides of Abel’s equations in the moduli space, we perform the gradient descent onto
the cell T ⊂H(R; g, 1). The Chebyshev polynomial Tn ∈ T is calculated by explicit
formulae in terms of the Riemann surface M ∈ H(R; g, 1) corresponding to it under
the embedding T→ H(R; g, 1).

The author acknowledges Prof. V. I. Lebedev and the referee for comments help-
ful for the improvement of the presentation and for the review of the history of
least deviation problems.

§ 2. Structure of Chebyshev polynomials

The qualitative structure of the graph of a Chebyshev polynomial Tn (see Fig. 7)
can be understood on the basis of Chebyshev’s alternance theorem. The description
of the graph is as follows.

Theorem 1. A polynomial Pn(x) of degree n with positive leading coefficient is
the Chebyshev polynomial of some set E if and only if the interval I : = (−1, 1)
contains n disjoint subintervals I1, . . . , In such that two of them adjoin the end-
points of I and Pn : Is → I is a homeomorphism for each s = 1, . . . , n.

Proof. (1◦) Let Tn(E, x) be the Chebyshev polynomial of E and e0, e1, . . . , en its
alternance points. Each interval (es−1, es), s = 1, . . . , n, contains precisely one point
in the inverse image T−1

n (y) for each y ∈ I. Let Is := {x ∈ (es−1, es) : Tn(x) ∈ I}.
We consider an arbitrary connected component I0

s of Is. The values of Tn at the
end-points of I0

s are equal to one in absolute value but must be of opposite signs,
for otherwise Tn takes equal values at distinct points in I0

s ⊂ (es−1, es). Hence
I0
s = Is and the restriction of Tn to Is is a homeomorphism onto I. Since ±1 are

the extreme points of E, it follows that −1 ∈ ∂I1 and 1 ∈ ∂In.
(2◦) Let Pn be a polynomial mapping disjoint intervals I1, . . . , In onto I in a

one-to-one manner. The monotonicity of Pn on two successive intervals Is−1, Is
has opposite character. A calculation of the number of the alternance points shows
that Pn = Tn(E, · ) for E :=

⋃n
s=1 Is.

Corollary. A polynomial Pn(x) of degree n with positive leading coefficient is a
Chebyshev polynomial (of some set E) if and only if

{±1} ⊂ P−1
n ({±1}) ⊂ [−1, 1]. (5)

Proof. (1◦) If Pn is a Chebyshev polynomial, then P−1
n ({±1}) =

⋃n
s=1 ∂Is and the

inclusions (5) are beyond any doubt.
(2◦) Let −1 = e∗1 6 e∗2 6 · · · 6 e∗2n = 1 be points making up the inverse

image P−1
n ({±1}), where the number of occurrences of each point is equal to its

multiplicity. We claim that the sequence of s0(j) := Pn(e
∗
j ), j = 1, . . . , 2n, is as

follows:
s0 = {(−1)n, . . . ,+1,+1,−1,−1,+1,+1,−1,−1,+1}. (6)

Consider the ‘derivative’ sequence s1(j) := Pn(e
∗
j )Pn(e

∗
j+1), j = 1, . . . , 2n− 1. The

positivity or the negativity of s1(j) indicates that the interval [e∗j , e
∗
j+1] (which may
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degenerate into a point) contains a zero of the derivative or a zero of the polynomial
itself, respectively. Hence the sequence s1 contains n negative and n − 1 positive
elements. There is no piece of the form −1,−1 in the sequence s1, for otherwise s0

must contain either a piece −1,+1,−1 or +1,−1,+1, which is impossible. Hence
s1(j) = (−1)j, and since the leading coefficient of Pn is positive, it follows that
s0(2n) = +1 and the general element of s0 has the form (6).

The polynomial Pn is monotonic in each interval Is := (e∗2s−1, e
∗
2s), s = 1, . . . , n,

and takes values ±1 at its end-points. By Theorem 1 this is a Chebyshev poly-
nomial.

It is clear from the proof of Theorem 1 that the same Chebyshev polynomial
Tn( · , x) can be the solution of the least deviation problem (1), (2) for many closed
sets E containing more than n points. We list all least deviation sets E in the
following theorem.

Theorem 2. Let Tn be the Chebyshev polynomial for some collection of intervals
T−1
n (I) =:

⋃n
s=1 Is. Then Tn = Tn(E, · ) if and only if E ⊂

⋃n
s=1 Is and E inter-

sects each of the n+ 1 components of the set R \
⋃n
s=1 Is.

Proof. Let I
∗
s be the closed interval between Is and Is+1 (which may degenerate

into a point). The character of the monotonicity of Tn on successive intervals Is
alternates, therefore the polynomial takes the same value (of modulus one) at the

end-points of each I
∗
s. For alternance points es we have the following possibilities:

e0 = −1, es ∈ ∂I
∗
s, s = 1, . . . , n− 1, en = 1. (7)

(1◦) Let E be the least deviation set of Tn = Tn(E, · ). The absolute value of
the polynomial on E is at most one, therefore E ⊂

⋃n
s=1 Is. The intersections

of E with each component of the complement of
⋃n
s=1 Is are non-empty because all

alternance points (7) lie in E.
(2◦) If a closed set E lies in the union of the closures of the intervals Is and

intersects each component of the complement of the union of these intervals, then
we can choose alternance points es ∈ E in accordance with (7) (in more than one
way in general). By the alternance theorem Tn = Tn(E, · ).

To parametrize the set of various polynomials Tn( · , x) one must use quantities
strongly attached to the polynomials. For instance, with each Chebyshev poly-
nomial Tn(E, x) one associates ([9], [11], [12]) its support set (also called the
n-regular set or the maximal set of least deviation) and also some ordered par-
titioning of the degree into a sum of positive integers.

Definition. The support set E+ of a Chebyshev polynomial Tn is the set

E+ :=
n⋃
s=1

Is = T−1
n (I); (8)

its connected components E+
0 , E

+
1 , . . . , E

+
g are indexed from left to right. The

ordered partitioning of the degree n of the polynomial is the collection of integers mk

equal to the number of subintervals Is in the components E+
k :

m0 +m1 + · · ·+mg = n. (9)
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We present below Theorem 1 providing necessary and sufficient conditions for a
set

E+ =: [−1, 1] \
g⋃
k=1

(ak, bk), (10)

(b0 :=) − 1 < a1 < b1 < a2 < b2 < · · · < ag < bg < 1 (=: ag+1), (11)

to be the support set of a Chebyshev polynomial with partitioning of the degree (9).
Following [13], we associate with each set E+ of the form (10), (11) the hyperelliptic
genus-g curve

M(E+) :=

{
w2 = (x2 − 1)

g∏
k=1

(x− ak)(x− bk)
}
, (12)

on which we distinguish two canonical homology bases: A1, . . . ,Ag; B1, . . . ,Bg

and B̃1, . . . , B̃g; Ã1, . . . , Ãg. We define the homology classes whose representatives
are not indicated in Fig. 1 by the formulae

Ãs = A1 + · · ·+ As,

Bs = B̃0 + · · ·+ B̃s−1,
s = 1, . . . , g. (13)

Figure 1. The cycles As, B̃s, and the paths Cs on the Riemann surface M(E+)

of genus g = 2

There exists on M(E+) a unique A-normalized Abelian differential of the third
kind dη [14] with poles at the points at infinity in M such that dη has residue −1
at the pole∞+ on the upper sheet (accordingly, the residue at the pole∞− on the
lower sheet is +1). This differential must be real and has precisely one zero in each
interval (ak, bk), so that

dη(E+) =
dx

w

g∏
k=1

(x− ck), ck ∈ (ak, bk). (14)

Theorem 3 (Abel’s equations) [9], [11], [12], [15]. A set E+ of the form (10), (11)
is a support set of a Chebyshev polynomial with partitioning of the degree (9) if and
only if ∫

B̃s

dη = 2πi
ms

n
, s = 0, 1, 2, . . ., g. (15)
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A Chebyshev polynomial can be recovered from its support set E+ satisfying condi-
tions (15) by the formula

Tn(E+, x) = cos

(
in

∫ (x,w)

(1,0)

dη

)
, x ∈ C, (16)

where the integral is taken over an arbitrary path in M(E+) joining (1, 0) to (x, w)
and does not depend on the choice of one of the two possible values of w.

Remarks. (1) Relations (15) contain only g independent equations because the

contour B̃0 + · · ·+ B̃g contracts to a pole of dη.
(2) Riemann’s bilinear relations enable one to write (15) also in an equivalent

form:
g∑
k=1

mk

∫
Ãk

dζ + n

∫ ∞+

∞−
dζ = 0, (17)

where dζ is an arbitrary differential of the first kind on M(E+) and integration
from ∞− to ∞+ proceeds along the path C0, see Fig. 1. Conditions (17) have the
form of Abel’s equations defining the divisor of a meromorphic function on M(E+).

(3) In connection with the problem of least deviation conditions (15) for g = 1
were first stated by Zolotarëv (see [4]); for g = 2 and m1 = m2 = 1 they appeared
first — in the form of relation (86) for Schottky functions — in Akhiezer’s paper [7].
In the preprint [16] by Krěın, Levin, and Nudel’man equations very similar to (15)
arise in connection with the problem of the representation of polynomials that are
positive on a system of intervals. Equations (15) that we use here were apparently
used for the first time by Peherstorfer [11], [15].

(4) Akhiezer [10] (see also [9]) developed a very transparent interpretation of
the representation (16). For an arbitrary set E+ of the form (10) the Schwarz–
Christoffel integral

ni

∫ x

−1

dη(E+), Im x > 0,

maps the upper half-plane (in the upper sheet of M(E+)) onto a ‘comb’ domain

{z ∈ C : 0 < Im z, 0 < Re z < nπ} \
g⋃
s=1

[ µ̃s, µ̃s + iν̃s], (18)

where the end-points µ̃1, µ̃2, . . . , µ̃g, 0 < µ̃1 < µ̃2 < · · · < µ̃g < nπ, of the vertical
slits and their lengths ν̃k, 0 < ν̃k <∞, k = 1, . . . , g, are described by the formulae

µ̃k := ni

∫ ak

−1

dη, ν̃k := ni

∫ ck

ak

dη, k = 1, . . . , g.

In ‘combs’ corresponding to Chebyshev polynomials the µ̃k are multiples of π.
The converse is also true: each ‘comb’ (18) with slits whose x-coordinates µ̃k are
multiples of π correspond to a Chebyshev polynomial Tn( · , x) = (−1)n cos θ(x),
where θ(x) is the conformal map of the upper half-plane onto this ‘comb’ normalized
by the condition {−1, 1,∞} → {0, nπ,∞}. This establishes a one-to-one relation
between Chebyshev polynomials and ‘comb‘ domains with ‘teeth’ of lengths ν̃k at
the points kπ, k = 1, . . . , n− 1. (Here we allow slits of length zero, so that the ν̃k
here are in general not the same as in (18).)
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Definition. We call the quantities ν̃k, 0 6 ν̃k <∞, k = 1, . . . , n− 1, the Akhiezer
coordinates of the Chebyshev polynomial Tn. We denote the collection of all Cheby-
shev polynomials with fixed partitioning of the degree (9) by T(m0, m1, . . . , mg).

The Akhiezer coordinates enable one to identify the space of Chebyshev poly-
nomials

⋃
E Tn(E, · ) and the sector [0,∞)n−1. The sets T(m0, m1, . . . , mg) make

up a natural cell decomposition of this sector into sectors of smaller dimensions:
polynomials in T(m0, . . . , mg) correspond to points with Akhiezer coordinates of
the following form:

(0, . . . , 0, ν̃m̃1
, 0, . . . , 0, ν̃m̃2

, 0, . . . , 0, ν̃m̃g, 0, . . . , 0),

m̃k := m0 +m1 + · · ·+mk−1. (19)

The interior of [0,∞)n−1 is the cell T(1, 1, . . ., 1) containing ‘generic’ Chebyshev
polynomials. Each polynomial Pn(x) with simple real zeros can be moved into
interior of the (n− 1)-dimensional sector by a linear change of the variable x (and
multiplication of Pn by a constant). Of greater interest are polynomials lying in cells
of lower dimension. For instance, the unique vertex T(n) of the cell decomposition
corresponds to the classical Chebyshev polynomial, the edges T(1, n−1),T(2, n−2),
. . . ,T(n − 1, 1) correspond to the Zolotarëv polynomials of the 1st kind (for the
classification of the Zolotarëv polynomials, see [4]); we present the graphs of poly-
nomials in the two-dimensional faces T(11, 15, 4),T(10, 17, 3),T(13, 2, 15), . . .
in Fig. 7.

We now embed the Chebyshev polynomials Tn(E, · ) in the space of polynomials
of degree at most n, which we identify with Rn+1 by fixing some polynomial basis.
The next theorem gives an answer to the following question: which part of the
space Rn+1 corresponds to the space of Chebyshev polynomials

⋃
E Tn(E, · )?

Theorem 4. The space of Chebyshev polynomials is a subset that is

(1◦) closed,
(2◦) unbounded,
(3◦) lying in a plane of codimension 2,
(4◦) real-analytically diffeomorphic to an (n − 1)-dimensional coordinate sector.

Proof. (1◦) Criterion (5) shows that the limit of a sequence of Chebyshev poly-
nomials is a Chebyshev polynomial.

(3◦) Since Tn( · ,±1) = (±1)n, all Chebyshev polynomials lie in the (n−1)-dimen-
sional plane

Ln−1 :=

{
Pn(x) = xn + (x2 − 1)

n−2∑
j=0

rjx
j

}
. (20)

(4◦) In the plane Ln−1 we consider the open set Ω containing all Chebyshev poly-
nomials and consisting of polynomials Pn of degree precisely n whose derivatives
have simple zeros that all lie in the interval I:

−1 < x1 < x2 < · · · < xn−1 < 1, Ṗn(xs) = 0. (21)

The map Φ: Ω→ Rn−1 defined by the formula

Φ(Pn) = {ys}n−1
s=1 , ys := (−1)n+sPn(xs), (22)
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is a real-analytic diffeomorphism. For the map {rk}n−2
k=0 → {xs}

n−1
s=1 is real analytic

in the domain where the leading coefficient rn−2 is distinct from zero and all the xs
are distinct. Hence the map {rk}n−2

k=0 → {ys}
n−1
s=1 is also real analytic. The map Φ

has maximum rank since its Jacobian matrix

∂ys

∂rk
= (−1)n+s(x2

s − 1)xks , s = 1, . . . , n− 1, k = 0, . . . , n− 2,

is the product of a Vandermonde matrix and a non-singular diagonal matrix.
We claim that Φ is a bijection between the space of Chebyshev polynomials and

the sector
{ys > 1, s = 1, . . . , n− 1}. (23)

The zeros xs of the derivative of a Chebyshev polynomial Tn lie outside the inter-
vals Ik, k = 1, . . . , n, so that (−1)n+sTn(xs)> 1. Conversely, let Φ(Pn)∈ [1,∞)n−1.
The zeros of the derivative partition the interval I into n intervals of monotonicity
of Pn (see (21)). For each of these n intervals the value of Pn is at least 1 at one
end-point and at most −1 at the other, therefore Pn = Tn by Theorem 1. The
injectivity and the surjectivity of the restriction of Φ to

⋃
E Tn(E, · ) are conse-

quences of the relations connecting this map and the above-introduced Akhiezer
coordinates {ν̃k}n−1

k=1 in the space of Chebyshev polynomials:

ys = cosh ν̃s, s = 1, . . . , n− 1.

The required homeomorphism [1,∞)n−1→
⋃
E Tn(E, · ) is realized by the restric-

tion of the map Φ−1 to the coordinate sector. We have already shown that this
map is well defined, real analytic, and has maximum rank up to the boundary of
the sector.

(2◦) The norm ‖Tn( · , x)‖C(I) = maxs ys is unbounded in the space of Chebyshev

polynomials because the map Φ
∣∣⋃

E Tn(E, · ) is surjective.

2.1. Abel’s equations.

Proof of Theorem 3. (1◦) Let Tn(E
+, x) be a Chebyshev polynomial with support

set E+. By Theorem 1 the holomorphic map X : = CP1
Tn−→ CP1 := S has

branching order 2 at all points in the inverse image of ±1 ∈ S except for 2g + 2

points in ∂E+, where it is unbranched. We consider now the surfaces X̃ and S̃

that two-sheetedly cover X and S, respectively. The surface X̃ := M(E+) has

ramification points of order 2 over points in ∂E+ and S̃ := CP1 has second-order
ramification points over ±1 ∈ S:

(a)

M(E+) =:

CP1 =:

X̃
T̃n−−−−→ S̃

χ

y yσ
X

Tn−−−−→ S

:= CP1

:= CP1

, (b)

X̃◦
T̃n−−−−→ S̃◦

χ

y yσ
X◦

Tn−−−−→ S◦

.

(24)
The hyperelliptic involution J : (x, w)→ (x,−w), (x, w) ∈ M generates the cover-
ing group G(χ) of the branched cover χ : (x, w)→ x. The covering group G(σ) of
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the second branched cover σ : s̃ → 1
2 (s̃ + 1/s̃) is generated by the map s̃ → 1/s̃,

s̃ ∈ S̃. We claim that Tn can be lifted to the covering spaces, that is, there exists

a map T̃n : X̃ → S̃ such that the diagram (24a) is commutative.

We define first a narrowed-down map T̃n : X̃◦ → S̃◦ such that σ is unbranched

on its range S̃◦ ⊂ S̃. We consider the spaces

S̃◦ = S◦ := CP1 \ {±1}, X◦ := CP1 \ {T−1
n (±1)}, X̃◦ := χ−1(X◦),

in which we select distinguished points in a coordinated manner, taking account of

the maps χ, Tn, σ in (24b). We define the map T̃n : X̃◦ → S̃◦ by associating the end-

point of each path τ ⊂ X̃◦, starting at the distinguished point, with the end-point

of the lifted path σ−1 ◦ Tn ◦ χ(τ) ⊂ S̃◦ starting at the corresponding distinguished
point. This map is well defined if we have the embedding of fundamental groups [17]

(Tn ◦ χ)π1(X̃◦) ⊂ σπ1(S̃◦). (25)

We now verify this embedding. The fundamental group π1(S◦) is a free one-

generator group. Its subgroup σπ1(S̃◦) is generated by the square of the generator.

We can choose in π1(X̃◦) a basis with elements representable by two types of loop:
the 4n loops of the first type enclose the punctures χ−1 ◦ T−1

n (±1) in the Riemann
surface M(E+), while the 2g loops of the second type are homotopic to the cycles

A1, . . . ,Ag; B̃1, . . . , B̃g (see Fig. 1). The branching order of Tn◦χ at each puncture

of X̃◦ is 2, therefore the projections of the loops of the first type make two circuits
about punctures of S◦. The projection ontoX◦ of a loop of the second kind encloses
(see Fig. 1) an even number of points in ∂E+ (11) as well as some other points in
the inverse image of T−1

n (±1). We can deform this projection in X◦ into a product
of simple loops enclosing punctures of X◦. The projection of this product onto S◦
is homotopic to an even power of the generator of π1(S◦).

Thus, we have defined T̃n on the entire surface X̃ except for 4n punctures at
which we can define it by continuity. Analyzing the dependence of the above lifting
construction on the distinguished points in the spaces in the diagram (24b) we

conclude that the solution T̃n is unique up to translations in G(σ) and satisfies the
equivariance relation

T̃n(Jt) =
1

T̃n(t)
, t ∈ X̃. (26)

On the cover X̃ := M(E+) we consider the Abelian differential of the third kind

dη =
dT̃n

nT̃n
; (27)

in view of the commutativity of (24a), it has the same poles as Tn ◦ χ, that is, it
has poles at the points ∞+ and ∞− at infinity in the upper and the lower sheets

of M(E+). We specialize T̃n by setting

Res dη(t)
∣∣
t=∞± = ∓1. (28)



1580 A. B. Bogatyrëv

It remains to find the periods of dη. Deforming the contour As into the interval
[as, bs] passed first in the lower sheet of M , and then — in the opposite direction
— in the upper sheet, we see that∫

As

dη =
1

n
ln T̃n

∣∣
As

=
i

n
arg T̃n

∣∣
As

= 0, s = 1, . . . , g.

In a similar way we deform B̃k into the interval [bk, ak+1] passed along the lower

bank first and along the upper bank after that. As x̃ ∈ X̃ moves along this contour,

the point s̃ := T̃n(x̃) makes mk counterclockwise circuits on the circle |s̃| = 1,
therefore ∫

B̃k

dη =
i

n
arg T̃n

∣∣
B̃k

= 2πi
mk

n
, k = 0, 1, . . . , g.

The diagram (24a) is commutative, which gives us the representation (16): if
x = χ(t), then

Tn(E+, x) = Tn(E+, χ(t)) = σ ◦ T̃n(t) = σ ◦ exp

(
n

∫ t

t0

dη

)
= cos

(
in

∫ (x,w)

(1,0)

dη

)
.

(2◦) Conversely, let M(E+) be a Riemann surface of the form (12) such that
relations (15) hold for an A-normalized differential dη of the third kind. In view
of (15), we have on M(E+) the well-defined function

T̃n(t) = exp

(
n

∫ t

t0

dη

)
, t ∈M, t0 = (1, 0) ∈M,

satisfying equivariance condition (26) because dη changes sign after the involu-

tion J , which fixes t0. The function T̃n gives rise to the map of quotient spaces

Tn : X = X̃/G(χ)
T̃n−→ S̃/G(σ) = S,

which can be parametrically expressed as follows:

Tn(x) = σ ◦ T̃n(t) = cos

(
ni

∫ t

t0

dη

)
, x = χ(t) ∈ X, t ∈ X̃,

and which is a rational function with a single pole of order n at infinity, that is, a
polynomial.

It remains to show that the interval (bk, ak+1) consists ofmk subintervals mapped
onto I by the function Tn(x) in a one-to-one manner. In fact, as x decreases
from ak+1 to bk, the argument of the cosine in (16) changes monotonically (because
the differential (14) is of constant sign on this interval) by πmk. At the end-points bk
and ak+1 the values of this argument are multiples of π; this can be deduced by
induction on k from the A-normalization of dη. Since the sum of the mk is equal
to the degree of Tn(x), it follows by Theorem 1 that Tn is a Chebyshev polynomial
with support set E+.

2.2. Geometry of the manifold of support sets. We have already associated
with each Chebyshev polynomial Tn its support set E+ and the hyperelliptic curve
M(E+). We shall now study differential-geometric properties of the map of the cell
T(m0, . . . , mg) into the space of two-sheeted surfaces of genus g.
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Definition. By the moduli space H(R; g, 1) associated with the problem of least
deviation we mean the 2g-dimensional open simplex (11) in the space of the vari-
ables as, bs the points in which are identified with Riemann surfaces M with two
homology bases described above.1 The solutionsof Abel’s equations (15)withn as in
(9) make up the set of support sets, denoted also by T(m0, m1, . . . , mg) ⊂H(R; g, 1):
it will always be clear from the context whether we speak about a set of polynomials
or about a subset of the moduli space.

Theorem 5 [12]. For each collection of positive integers (m0, m1, . . . , mg) the
set T(m0, m1, . . . , mg) is a g-dimensional non-singular real analytic submanifold
of H(R; g, 1) homeomorphic to a cell. Distinct submanifolds T are either disjoint
or the same; in the latter case the corresponding collections (m0, . . . , mg) are pro-
portional. The union of T-submanifolds is dense in the moduli space.

We now formulate a lemma of which Theorem 5 is a consequence. Let dη be
an Abelian differential (14) of the third kind (not necessarily normalized) on a
Riemann surface (12). We define a map {ak, bk, ck}gk=1 → {λk, µk, νk}

g
k=1 by the

equalities

λk :=

∫
Ak

dη, µk := −i
∫

Bk

dη, νk :=

∫
Ck

dη, k = 1, . . . , g; (29)

the paths Ak,Ck are as in Fig. 1, and Bk := B̃0 + B̃1 + · · ·+ B̃k−1.

Lemma 1. The map (29) is a real-analytic diffeomorphism of the 3g-dimensional
simplex

−1 < a1 < c1 < b1 < a2 < · · · < cg < bg < 1 (30)

onto the product of the g-dimensional simplex and the 2g-dimensional cone described
by the inequalities

0 < µ1 < µ2 < · · · < µg < 2π,

λk < νk, 0 < νk, k = 1, . . . , g.
(31)

Proof. The Schwarz–Christoffel integral

2i

∫ x

−1

dη, Im x > 0,

maps the upper half-plane conformally onto a ‘comb-step’ domain similar to the one
depicted in Fig. 2. The parameters of this domain are in one-to-one correspondence
with {λk, µk, νk}; for instance, the x-coordinate of the kth slit is µk, the height of
the kth slit over the horizontal platform following next is νk, and the overfall of the
horizontal platforms adjoining the kth slit is λk. We can define the inverse map from
the domain (31) onto the simplex (30) by means of a suitably normalized conformal
map of the ‘comb-step’ domain in Fig. 2 onto the upper half-plane. The injectivity

1The space H also contains conformally equivalent surfaces.
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Figure 2. A ‘comb-step’ domain for g = 3

of the real-analytic map {ak, bk, ck} → {λk, µk, νk} is a simple consequence of the
uniqueness of the normalized conformal map.

We claim that the bijective map {ak, bk, ck} ←→ {λk, µk, νk} has maximum
rank. Differentiating the expressions for λ, µ, ν with respect to a, b, c we obtain
the following expression for the Jacobian matrix of (29):

∂(λ, µ, ν)

∂(a, b, c)
=

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

1

2

∫
Ak

dη

x− as
. . .

1

2

∫
Ak

dη

x− bs
. . . −

∫
Ak

dη

x− cs
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1

2i

∫
Bk

dη

x− as
. . .

1

2i

∫
Bk

dη

x− bs
. . . −1

i

∫
Bk

dη

x− cs
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1

2

∫
Ck

dη

x− as
. . .

1

2

∫
Ck

dη

x− bs
. . . −

∫
Ck

dη

x− cs

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
,

k, s = 1, . . . , g. If this matrix is singular, then there exists a differential of the
second kind

dω :=

g∑
s=1

(
αs

x− as
+

βs
x− bs

+
γs

x− cs

)
dη

with constant coefficients αs, βs, and γs such that its integrals over all the curves
Ak, Bk, and Ck vanish. Note that dω can have poles only at the points (as, 0),
(bs, 0) ∈ M , and the residues of dω at the poles must be equal to zero because dω
changes sign after the involution J , which fixes the ramification points of M . The
Abelian integral

ω(t) =

∫ t

t0

dω, t0 = (1, 0) ∈M, (32)

is a single-valued function on M because the periods of dω over the basis cycles and
over cycles about the poles are equal to zero. The function ω changes sign after
the involution J because the differential dω is odd, therefore ω = 0 at both points
tk ∈ M lying over ck, k = 1, . . . , g. The function wω ∈ C(M) is J-invariant, and
its only singularities are the two poles at infinity of order at most g + 1, therefore

w(t)ω(t) = Pg+1(x), x = χ(t), t ∈M,

where Pg+1 is a polynomial of degree g + 1, which, however, has the g + 2 zeros
±1, c1, . . . , cg. Hence ω ≡ 0 and the Jacobian matrix is non-singular.
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Proof of Theorem 5. We embed the moduli space H(R; g, 1) in the 3g-dimensional
simplex (30) by complementing the system {ak, bk}gk=1 by the zeros ck of the
A-normalized differential of the third kind dη. The correspondence between H
and the manifold {λk(a, b, c) = 0}gk=1 is one-to-one. We claim that the restriction
of the projection {ak, bk, ck}gk=1 → {ak, bk}

g
k=1 to the zero set of λk(a, b, c) has

maximum rank.
The cotangent space to {λk(a, b, c) = 0}gk=1 is spanned by the differentials dak,

dbk, dck, with the constraint that

g∑
j=1

(∫
Ak

dη

x− aj

)
daj +

g∑
j=1

(∫
Ak

dη

x− bj

)
dbj

= 2

g∑
j=1

(∫
Ak

dη

x− cj

)
dcj , k = 1, . . . , g. (33)

The matrix

∥∥∥∥∫
Ak

(x − cj)−1 dη

∥∥∥∥ is non-degenerate, for otherwise there exists an

Abelian differential of the first kind
∑g
j=1 γj(x − cj)

−1 dη with A-periods zero.
Hence the map of the cotangent spaces induced by the projection is non-degenerate.

The subset T(m0, . . . , mg) ofH(R; g, 1) is described in (30) by g additional equal-
ities µk = 2πm̃k/n, k = 1, . . . , g, where n is as in (9). Hence all the assertions of
the theorem follow easily by Lemma 1.

2.3. Deformations of Chebyshev polynomials. We now study the question
of the stability of the representation (16) under small variations of the variables
{a, b} in the moduli space H(R; g, 1). The main result here is a consequence of
Theorem 6: the function

T ∗n(E+, x) := cos

(
in

∫ x

1

dη(E+)

)
(34)

represents a Chebyshev polynomial with the same accuracy with which E+ satisfies
Abel conditions (15). The same conclusion follows from numerical calculations.
Calculating with accuracy 10−13 one can achieve that (15) holds with accuracy
10−11–10−12, in which case the function T ∗n will be equal to its Lagrange inter-
polation polynomial with accuracy 10−10–10−11 for various collections of points of
interpolation.

For an arbitrary point {ak, bk}gk=1 in the moduli space we fix the A-normalized
Abelian differential dη(E+, x) (14), which is single-valued in the plane with slits
(−∞,−1] ∪

{⋃g
k=1[ak, bk]

}
∪ [1,+∞) and the sign of which we choose from the

condition

∫ 1

−1

dη(E+, x) = −iπ. The corresponding function T ∗n(E+, x) is not an

x-polynomial in general. The function T ∗n takes equal values on the opposite sides
of the cuts (−∞,−1] and [1,+∞), therefore it is x-holomorphic in C \

⋃g
k=1[ak, bk]

and has a pole of order n at infinity.
We now study the dependence of the function (34) on the parameter E+. The

function T ∗n is real analytic in a, b and holomorphic in x in the (2g+2)-dimensional
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domain {
{a, b, x} : {ak, bk}gk=1 ∈ H(R; g, 1), x ∈ C \

g⋃
k=1

[ak, bk]

}
. (35)

Its differential is as follows:

dT ∗n(E+,x) = −in sin

(
ni

∫ x

1

dη(E+, u)

)
×
[
η̇(E+, x) dx+

g∑
j=1

1

2

(∫ x

1

dη(E+, u)

u− aj

)
daj

+

g∑
j=1

1

2

(∫ x

1

dη(E+, u)

u− bj

)
dbj −

g∑
j=1

(∫ x

1

dη(E+, u)

u− cj

)
dcj

]
. (36)

The integration here proceeds on the surface {a, b} = const, and the coefficients
of the differential form are independent of the integration path thanks to condi-
tions (33), which hold in view of the A-normalization of dη. One can verify that
the singularities of the coefficients of the form dT ∗n for x = ±1 are merely ‘imagi-
nary’.

Theorem 6. The function T ∗n(E+, x) is differentiable with respect to {a, b, x} at
each point {a0, b0, x0} such that {a0, b0} ∈ T(m0, m1, . . . , mg) and x0 lies in the
closure of the domain C \

⋃g
k=1[ak, bk] such that a sphere with slits is completed by

the two banks of each slit.2 For x0 /∈ {a0
k, b

0
k}
g
k=1 the differential dT ∗n is well defined

and coincides with (36), while if x0 ∈ {a0
k, b

0
k}
g
k=1, then

dT ∗n(E+
0 , x

0) = (−1)n+m̃k2n2 Res
u=x0

η̇2(E+
0 , u) ·

{
dx− dak for x0 = a0

k,

dx− dbk for x0 = b0k.
(37)

Proof. At an arbitrary point {ak, bk}gk=1 in the moduli space the function T ∗n(E+, x)
can be continued analytically with respect to x across the slits

⋃g
k=1[ak, bk]. Accord-

ingly, the differential dT ∗n is well defined at both banks of the slits and is as in (36).
This differential has singularities at the ramification points of T ∗n , which vanish on
the T-manifolds.

For instance, assume that x0 = a0
k. We transform the expression for the Abel

integral in (34) as follows:∫ x

1

dη(E+) =

∫ ak

1

dη(E+) +

∫ x

ak

dη(E+)

= iπ − i µk(E
+)

2

±
∫ x

ak

(u− ak)−1/2
(√

Res
u=a0

k

η̇2(E+
0 , u) + O(|δa|+ |δb|+ |u− ak|)

)
du

= iπ
mk + · · ·+mg

n

± 2
√
x− ak

√
Res
u=a0

k

η̇2(E+
0 , u) + O(|δa|+ |δb|+ |δx|),

2We mean here the closure with respect to the distance measured within the domain (that is,
in the Mazurkiewicz metric).
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where |δa| :=
∑g
j=1 |aj − a0

j |, |δb| :=
∑g
j=1 |bj − b0j |, |δx| := x−x0, and the signs of

the root functions are chosen depending on the bank of the slit containing x. The
variation of T ∗n is as follows:

δT ∗n := T ∗n(E+, x)− T ∗n(E+
0 , x

0)

= (−1)mk+···+mg

×
[
cos
(
±2ni

√
x− ak

√
Res
u=a0

k

η̇2(E+
0 , u) + O(|δa|+ |δb|+ |δx|)

)
− 1
]

= (−1)n+m̃k2n2 Res
u=a0

k

η̇2(E+
0 , u)(δx− δak) + o(|δa|+ |δb|+ |δx|).

§ 3. Schottky model

We showed in § 2 that the problem of the effective calculation of Chebyshev
polynomials Tn( · , · ) can be reduced to finding representations (models) of Riemann
surfaces M making up the moduli space H(R; g, 1) such that

(A) the constraint (15) is effectively resolved,
(B) the expression (16) for Tn and the dependence of the variable x on a point

in M are effectively calculated.

We shall take for such a representation the Schottky uniformization. We supply
all necessary information about that model in the present section.

3.1. Symmetric Schottky group. Let C1, . . . ,Cg be circles with centres on the
real axis that lie in the right half-plane outside one another (see Fig. 3).

Figure 3. A circular domain R with boundary
∑g
s=1(C−s + Cs), g = 3

The set of motionsG of the Riemann sphere that are products of even numbers of
reflections relative to the imaginary axis C0 and the circles C1, . . . ,Cg is the Schot-
tky group G; its fundamental domain R(G) is the exterior of the circles C1, . . . ,Cg

and the circles C−1, . . . ,C−g symmetric to them relative to C0 (see [18]). The
components of the boundary of the fundamental domain are identified with one
another by means of the linear fractional maps

Gku := Gk(u) := ck −
r2
k

u+ ck
, k = 1, . . . , g, (38)
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which are free generators of G; here ck is the centre and rk the radius of the
circle Ck. We introduce the norm |G| in the Schottky group in the standard way
as the length of the non-cancellable representation of an element G in terms of the
generators G±1

1 , G±1
2 , . . . , G±1

g .
On the Riemann surface D(G)/G (here D is the region of discontinuity of G [18])

we fix the canonical basis C1, . . . ,Cg; D1, . . . ,Dg in the homology group, where

Dj := D̃1 + · · ·+ D̃j and we indicate representatives of Cj and D̃j in Fig. 3.

3.2. Functions and differentials in the region of discontinuity. It turns
out that the Poincaré Θ1-series for the above-defined symmetric Schottky group G
converge absolutely [19] and uniformly on compact subsets of the region of discon-
tinuity D(G). This enables one to construct an ‘effective’ function theory on the
Riemann surface D(G)/G. We start from an Abelian differential of the third kind

dηxy(u) :=
∑
G∈G
{(Gu− x)−1 − (Gu− y)−1} dG(u)

(42)
=

∑
G∈G
{(u−Gx)−1 − (u−Gy)−1} du, (39)

where x, y ∈ D(G). Integrating the series (39) termwise over the circles C1, . . . ,Cg

we can verify that if points x and y lie in the above-described fundamental domain
R(G), then dηxy is a C-normalized differential of the third kind on the surface
M = D(G)/G, that is,∫

Cs

dηxy = 0, x, y ∈ R, s = 1, . . . , g. (40)

The easiest way to obtain a differential of the first kind is to put the poles x
and y in (39) in the same orbit of G:

dζk(u) := dηGkyy =
∑
G∈G

{
(u−GGky)−1 − (u−Gy)−1

}
du

=
∑

G∈G|〈Gk〉

∞∑
m=−∞

{
(u−GGm+1

k y)−1 − (u−GGmk y)−1
}
du

=
∑

G∈G|〈Gk〉

{
(u−Gαk)−1 − (u−Gβk)−1

}
du

=
∑

G∈〈Gk〉|G

{
(Gu− αk)−1 − (Gu− βk)−1

}
dG(u), k = 1, . . . , g,

(41)

here αk and βk are the attracting and repelling fixed points of Gk and we take the
sum over some representatives of the cosets of G by its subgroup 〈Gk〉 generated
by the element Gk ∈ G. The terms in (41) are independent of our choice of these
representatives; this follows from the infinitesimal form of the cross-ratio identity

d

du
G(u)(α− β)

(Gu− α)(Gu− β)
=

G−1α−G−1β

(u−G−1α)(u−G−1β)
. (42)
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We observe (by integrating the series termwise) that the dζk, k = 1, . . . , g, make
up a C-normalized collection of differentials, that is,∫

Cs

dζk = 2πiδsk, s, k = 1, . . . , g. (43)

The Abelian integrals ηxy and ζk are many-valued in the region of discontinuity
D(G), but their exponentials are single-valued:

exp

∫ u

v

dηxy =
∏
G∈G

u−Gx
u−Gy :

v −Gx
v −Gy =: (u, v; x, y), (44)

exp

∫ u

∞
dζk =

∏
G∈G|〈Gk〉

u−Gαk
u−Gβk

=: Ek(u), k = 1, . . . , g. (45)

The functions (u, v; x, y) and Ek(u) were introduced by Schottky [20] and, as func-
tions of u, are ‘Prym functions’ on the Riemann surface M = D(G)/G: going
around a cycle in M multiplies them by constants:

(Gku, v; x, y) = (u, v; x, y)
Ek(x)

Ek(y)
, (46)

Ek(Gju) = Ek(u)Ekj. (47)

The constant Ekj, the exponential of the period of an Abelian integral of the first
kind, has the representation

Ekj = Ejk =
∏

G∈〈Gk〉|G|〈Gj 〉

Gαj − αk
Gαj − βk

:
Gβj − αk
Gβj − βk

, k, j = 1, . . . , g, (48)

where the product is taken for bilateral cosets of the group G and if j = k, then the
coefficient 0/∞ corresponding to G = 1 must be replaced by the dilation coefficient

λk := Ġk(αk).

Each single-valued meromorphic function F (u) on M (an automorphic function)
has a representation

F (u) = F (v)
s∏

k=1

(u, v; xk, yk)

g∏
k=1

(
Ek(u)

Ek(v)

)lk
, (49)

where the xk are the zeros and the yk are the poles of F (u), v is an arbitrary
point in D(G), and lk ∈ Z. In fact, expanding the Abelian differential dF/F into a
sum of differentials of the third kind dηxkyk and differentials of the first kind dζk,
integrating from v to u, and exponentiating we arrive at (49). The restrictions on
the divisor F imposed by Abel’s theorem are just the conditions that the right-hand
side of (49) must remain the same after going around D-cycles.
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3.3. Calculation of functions and differentials. In this subsection we give
an estimate of the remainder in the series (39) that is uniform on compact sets,
demonstrates the convergence of all series and products in § 3.2, and enables one
to find also estimates for their remainders.

Computational practice shows that Poincaré Θ1-series converge slowly if the
intervals between successive circles in the sequence C−g , . . . ,C−1,C1, . . . ,Cg are
small compared with their radii. We shall introduce a quantity qmax characterizing
the convergence rate of the Θ1-series for a fixed group G.

Definition. Let z±k := ck ± rk, k = 1, . . . , g, be the intersection points of the
circles Ck and the real axis. We set

q1 :=
z−2 − z−1
z−2 − z+

1

:
z−1
c1

;

qk :=
z−k+1 − z

−
k

z−k+1 − z
+
k

:
z+
k,1 − z

−
k

z+
k−1 − z

+
k

, k = 2, . . . , g − 1;

qg :=
cg

z+
g

:
z+
g−1 − z−g
z+
g−1 − z+

g

:

(50)

1 < qmax := max
k=1,...,g

qk. (51)

Lemma 2. The remainder in the Poincaré Θ1-series satisfies the asymptotic esti-
mate ∑

|G|>k

∣∣(Gu− x)−1 − (Gu− y)−1
∣∣|Ġ(u)|

6 2

( g∑
s=1

rs

)[
dist−2{K,Λ(G)}+ o(1)

](√qmax − 1
√
qmax + 1

)k
[
√
qmax + 1] (52)

uniformly on compact subsets K of D(G), where Λ(G) := CP1 \D(G) is the limit
set of the group, x, y ∈ R, u ∈ K, and o(1)→ 0 as k →∞.

Proof. We have already noted that cross-ratio identity (42) enables one to write
the Poincaré Θ1-series (39) in the following form:

Θ1(u) =
∑
G∈G

{
(u−Gx)−1 − (u−Gy)−1

}
. (53)

The compact set K is disjoint from the compact set GR for elements of G of
sufficiently large norm, therefore the corresponding terms of (53) are holomorphic
on K. The absolute value of the general term of (53) has the estimate

dist−2(K, GR)|Gx−Gy|,

and since dist(K, GR) > dist(K,Λ(G)) − o(1), it follows that to prove the lemma
we must find an estimate for the sum

∑
|G|>k |Gx−Gy|.
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First, we prove that if |G| 6= 0, then the diameter of the outer circle of GR is at

least

√
qmax + 1
√
qmax − 1

times as large as the sum of the diameters of the 2g−1 inner circles.

Let [w−0 , w
+
0 ] be the smallest interval of the real axis containing the diameters of all

the inner circles of GR and let [w+
1 , w

−
1 ] be the diameter of the outer circle lying on

the real axis. It is known that a geodesic segment of fixed non-Euclidean length in
the Lobachevskǐı–Poincaré plane has the largest Euclidean length in the case when
it is concentric with the absolute (see Fig. 4).

Figure 4. The outer boundary GR is the absolute of the Lobachevskǐı–Poincaré

plane

Applying this observation to [w−0 , w
+
0 ] we obtain

w+
0 −w−0

w−1 − w+
1

6
√
µ− 1
√
µ+ 1

, µ :=
w−1 −w−0
w−1 − w+

0

:
w+

1 − w−0
w+

1 −w+
0

;

in fact, µ is one of the cross-ratios listed in (50).
Denoting by d(GR) the diameter of the outer circle GR we obtain the required

estimate

∑
|G|>k

|Gx−Gy| 6
∑
|G|>k

d(GR) =
∞∑

l=k+1

∑
|G|=l

d(GR)

6
∑

|G|=k+1

d(GR)
∞∑
l=0

(√
qmax − 1
√
qmax + 1

)l

6 2(
√
qmax + 1)

[√
qmax − 1
√
qmax + 1

]k( g∑
l=1

rl

)
.

Corollary. The series
d

du
ηxy,

d

du
ζk and the products (u, v; x, y), Ek(u), and Ekj

(see § 3.2) are absolutely convergent.

Proof. The series (41) for ζ̇k(u) is a (transformed) special case of the series η̇xy; the
infinite products Ek(u) and Ekj are special cases of the product (u, v; x, y), which,
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in turn, is obtained by exponentiating the integral of dηxy. Hence it suffices to
show that the expression (39) for dηxy converges uniformly on compact subsets of
the region of discontinuity for x, y ∈ D(G). The representation (53) shows that the
series does not change if we apply a transformation G ∈ G to its poles x and y,
therefore each series (39) can be represented as a finite sum of series of the same
form with poles x, y ∈ R. As concerns the latter, their uniform convergence on
compact subsets is a consequence of the lemma.

Finally, we discuss briefly the general scheme of computation of sums and pro-
ducts taken over the group G. We construct the Caley graph of the Schottky group
by putting the elements of the group at the vertices of a tree and by joining an
element G with elements of the form G±1

s G, s = 1, . . . , g, one of which (provided
that |G| 6= 0) is an element from the upper level (of norm |G| − 1) and 2g − 1 are
elements from the lower level (of norm |G| + 1). To calculate some term in the
series (53) at a vertex GsG it suffices to move one level up the tree and take the
values of Gx and Gy stored at the vertex G. This scheme is particularly efficient if
one must calculate the same series η̇xy for several values of the variable u. On the
other hand, if we must calculate the values of distinct series η̇xy for the same value

of u, then we must store at the vertex G the values of Gu and Ġu and use in our
calculations the first series in (39).

Of course, the actual calculations are performed for finite subtrees. If we take
here a subtree of fixed depth k, then the above lemma gives us an a priori estimate
of the summation error. Practice shows, however, that it is more economical to use
another tree, which will be defined in the process of the calculations. Namely, if a
term of the series in (39) at a vertex G is smaller than the prescribed accuracy ε,
then one need not consider the part of the sum corresponding to the subtree with
top vertex G because estimates show that the sum taken over that (infinite) subtree
has the same order as the term corresponding to G. For this scheme of calculations
we can find only a posteriori estimates of the error, that is, we know the accuracy
only when the calculations are complete.

3.4. Variational theory. In connection with the solution of equations (15) we are
interested in the question of the variations of the Schottky functions (44), (45) and
the factors (48) under perturbations of the group G. The space of (non-normalized)
Schottky groups of genus g with fixed system of generators has the natural structure
of a 3g-dimensional complex manifold [21], in which the symmetric groups of § 3.1
form a real submanifold of (real) dimension 2g. Coordinates in the neighbourhood
of a fixed group G0 can be defined by the identification of the generators Gk(u)

with matrices Ĝk ∈ SL2(R), k = 1, . . . , g, defined up to a sign.
We consider now Schottky groups G close to G0 and generated by matrices

Ĝk = Ĝk0 + εĤk, k = 1, . . . , g, (54)

where Ĥk is a matrix tangent to the space SL2 at the point Ĝk0. For small ε the
maps Gk corresponding to (54) generate a Schottky group that has the necessary

symmetric form only for a special choice of the perturbations Ĥk:

Ĥk = ξk1

∥∥∥∥ 1 2ck0

0 1

∥∥∥∥+ξk2 ∥∥∥∥ 0 r2
k0 − c2k0

1 0

∥∥∥∥ for Ĝk0 =:
1

rk0

∥∥∥∥ ck0 c2k0 − r2
k0

1 ck0

∥∥∥∥ , (55)
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where ξk1 , ξ
k
2 ∈ R, k = 1, . . . , g. For the perturbed group we can define the following

objects:

• dηxy, a C-normalized Abelian differential of the third kind,
• dζ1, . . . , dζg, C-normalized Abelian differentials of the first kind,
• πjk, j, k = 1, . . . , g, the integrals of the Abelian differentials dζk over the

cycles Dj := D̃1 + · · ·+ D̃j on the perturbed surface.

We shall equip similar objects corresponding to the unperturbed group with sub-
script 0.

Theorem 7. Let H = (Ĥ1, . . . , Ĥg) be a tangent vector to the manifold of Schottky

groups at a point G0 = 〈Ĝ10, . . . , Ĝg0〉. Then the derivatives in the direction of H
satisfy the following relations:

lim
ε→0

ε−1

∫ q

p

(dηxy − dη0
xy) =

1

2πi

g∑
s=1

∫
Cs0

η̇0
xy(u)η̇

0
pq(u) tr[M(u)ĤsĜ

−1
s0 ] du, (56)

lim
ε→0

ε−1

∫ q

p

(dζk − dζ0
k) =

1

2πi

g∑
s=1

∫
Cs0

ζ̇0
k(u)η̇

0
pq(u) tr[M(u)ĤsĜ

−1
s0 ] du, (57)

lim
ε→0

ε−1(πjk − π0
jk) =

1

2πi

g∑
s=1

∫
Cs0

ζ̇0
j (u)ζ̇

0
k(u) tr[M(u)ĤsĜ

−1
s0 ] du, (58)

where

M(u) :=

∥∥∥∥−u u2

−1 u

∥∥∥∥ ∈ sl2; p, q, x, y ∈ R0.

Proof. We verify (56) first. For small ε the fundamental domainR0 of the group G0

lies in the region of discontinuity of the perturbed group G, therefore the difference
of integrals of the third kind δηxy := ηxy − η0

xy is a (single-valued) holomorphic
function in R0. We have the chain of equalities

2πi(δηxy(q) − δηxy(p)) =

g∑
s=1

∫
Cs0−C−s0

δηxy dη
0
pq

=

g∑
s=1

∫
Cs0−C−s0

ηxy dη
0
pq (59)

(
because η0

xy(Gs0u)− η0
xy(u) = const and

∫
C±s0

dη0
pq = 0

)

=

g∑
s=1

∫
Cs0

(
ηxy(u)− ηxy(G−1

s0 u)
)
dη0
pq

=

g∑
s=1

∫
Cs0

(
ηxy(u)− ηxy(Gs ◦G−1

s0 u)
)
dη0
pq (60)
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(by the same arguments as above: the difference between ηxy(Gsv) and ηxy(v) is a
constant)

= ε

g∑
s=1

∫
Cs0

η̇xy(u) tr[M(u)ĤsĜ
−1
s0 ] dη0

pq(u) + o(ε) (61)

= ε

g∑
s=1

∫
Cs0

η̇0
xy(u) tr[M(u)ĤsĜ

−1
s0 ] dη0

pq(u) + o(ε).

In the last equality we use the uniform estimate η̇xy− η̇0
xy = O(ε) on the circle Cs,

which can be obtained in the framework of the theory of quasiconformal maps (see
Ahlfors [22] and Bers [23] for detail).

Variational formula (57) can be easily obtained using the same scheme as for (56).
Nevertheless, we present another derivation of this formula on the basis of a limit
transition in (56). We shall look for the limit of the expression

ε−1

∫ q

p

(dηxy − dη0
zy) = ε−1

[∫ q

p

(dηxy − dη0
xy) +

∫ q

p

dη0
xz

]
(62)

as x → Gky, z → Gk0y, and ε → 0 (the limit with respect to ε is taken last).
We fix y ∈ R and small ε and find the limit as x → Gky of the first integral
on the right-hand side of (62). We shall use identity (59)–(60) and continue the
right-hand side of (60) analytically in x inside the circle Ck0: to this end one splits
the kth term of the sum into two integrals, and for both intervals one deforms the
integration contour Ck0 so that it remains all the time in the domain where the
Abelian integral ηxy(u) (respectively, the integral ηxy(Gk ◦G−1

k0 u)) is single-valued;
the kth term on the right-hand side of (60), on passing to the limit as x → Gky,
takes the following form∫

C′k

ζk(u) dη
0
pq(u)−

∫
C′′k

ζk(Gk ◦G−1
k0 u) dη

0
pq(u), (63)

where the paths C′k and C′′k , which are deformations of Ck0, start at the points
Gk(y) and Gk0(y), respectively. The starting points of integration over C′k and C′′k
are important because the value of the Abelian integral ζk changes after making a
circuit on a contour. We transform the expression (63) as follows:∫

Ck

(
ζk(u)− ζk(Gk ◦G−1

k0 u)
)
dη0
pq(u) + 2πi

∫ Gk(y)

Gk0(y)

dη0
pq. (64)

Taking this for the first term on the right-hand side of (62) and cancelling, in view
of Riemann’s relation for Abelian integrals of the third kind, the last term in (62)
with the last term in (64) we arrive at the relation

2πi

∫ q

p

(dζk − dζ0
k) =

g∑
s=1

∫
Cs0

(
ζk(u) − ζk(Gs ◦G−1

s0 u)
)
dη0
pq(u). (65)

The limit transition with respect to ε is now perfectly similar to (61).
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The remaining variational formula (58) can be obtained by a limit transition
in (57). For the variation of the period πjk we have

δπjk :=

∫ q

Gjq

dζk −
∫ q

Gj0q

dζ0
k =

∫ q

Gj0q

(dζk − dζ0
k) +

∫ Gj0q

Gjq

dζk. (66)

In fact, we have already found the first integral on the right-hand side of (66):
continuing both parts of (65) analytically in p inside the circle Cj0 and passing to
the limit as p→ Gj0(q) we obtain

2πi

∫ q

Gj0q

(dζk − dζ0
k)

=

g∑
s=1

∫
Cs0

(
ζk(u) − ζk(Gs ◦G−1

s0 u)
)
dζ0
j − 2πi

(
ζk(Gj0q) − ζk(Gjq)

)
.

Hence

2πiδπjk =

g∑
s=1

∫
Cs0

(
ζk(u) − ζk(Gs ◦G−1

s0 u)
)
dζ0
j (u)

and, letting ε approach zero, we obtain the required expression (58) for the deriv-
ative.

Remarks. (1) Formula (56) is in fact Hadamard’s formula for the variation of
the Green’s function. Similar variational formulae can be found by Schiffer and
Spencer [24], Rauch [25], Ahlfors [22].

(2) The geometric nature of the expressions on the right-hand sides of (56)–(58)
is of some interest. In view of the identity tr[M(u)M(v)] = −(u−v)2, these are the
values of the periods of the Eichler integral for the quadratic differentials dηxy dηpq,
dζk dηpq, and dζj dζk. As regards the connections between variational formulae and
Eichler cohomology, see also [26].

3.5. Calculation of variations. The direct calculation of variations on the basis
of (56)–(58) is an expensive business because quadrature formulae require that the
series be calculated at many points. However, there is a way round, which allows
one to obtain the result by summing the series only at 2g− 1 points. We refer here
to Hejhal [27], who has explicitly calculated for relative Poincaré Θ2-series the map

Ξ(u)(du)2 7→
∫

Ck

Ξ(u)M(u) du, k = 1, . . . , g, (67)

from the space of (meromorphic) quadratic differentials into sl2(C), which partici-
pates in our variational formulae.

3.5.1. Quadratic Poincaré series. With each element T ∈ G distinct from unity
with fixed points α (the attracting point) and β (the repelling one) and with dila-
tion coefficient λ, 0 < λ < 1, we can associate a holomorphic quadratic differential
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Θ2[RT ](du)2 and also a meromorphic quadratic differential Θ2[R
xy
T ](du)2 with poles

in the orbits of points x, y ∈ D(G); namely,

Θ2[RT ](du)2 :=
∑

G∈〈T 〉|G
RT (Gu)(dG(u))2,

RT (u) := (u− α)−2(u − β)−2;

(68)

Θ2[R
xy
T ](du)2 :=

∑
G∈G

RxyT (Gu)(dG(u))2,

RxyT (u) := (u− α)−1(u− β)−1(u− x)−1(u− y)−1.

(69)

The convergence of (68) is in our case a consequence of the convergence of the
series in (41) for the holomorphic differential dζk and in the general case it follows
from classical area estimates [28]; as regards the convergence of the Poincaré
Θ-series (69), see, for instance, [28].

Definition. For fixed k = 1, . . . , g we now define the elements Tj(k) of G concomi-
tant to an element T . If the non-cancellable representation of T in terms of the
generators has the form

T = (G• · · ·Gε1k · · ·G
ε2
k · · ·G

εl
k · · ·G∗) · (G4 · · ·G

εl+1

k · · ·Gεsk · · ·G5)

· (G−1
∗ · · ·G−εlk · · ·G−ε2

k · · ·G−ε1

k · · ·G−1
• ), (70)

where we indicate all occurrences of the element Gk, εj = ±1, and G4G5 6= 1,
then we set

Tj(k) := (G• · · ·Gε1k · · ·G
ε2
k · · ·G

εj
k ) ·

{
G−1
k for εj = 1,

1 for εj = −1,
j = 1, . . . , s. (71)

Theorem 8. (1◦) For quadratic Poincaré series the map (67) is expressed by a
finite sum (cf. [27]):∫

Ck

Θ2[RT ](u)M(u) du =
2πi

(α− β)3

s∑
j=l+1

εj T̂
−1
j (k)

∥∥∥∥α+ β −2αβ
2 −α− β

∥∥∥∥ T̂j(k); (72)

(2◦) if the poles x and y of the quadratic differential Θ2[R
xy
T ](du)2 lie in R, then

∫
Ck

Θ2[R
xy
T ](u)M(u) du =

2πi

α− β

[ l∑
j=1

εj T̂
−1
j

{
M(α)

(α− x)(α− y) −
M(β)

(β − x)(β − y)

}
T̂j

+
s∑

j=l+1

εj

λ−1/2 − λ1/2
T̂−1
j

{
λ−1/2M(α)

(α− x)(α− y) −
λ1/2M(β)

(β − x)(β − y)

}
T̂j

]
. (73)

Proof. (1◦) First of all, we point out Hejhal’s key identity

M(Gu) = ĜM(u)Ĝ−1Ġ(u), G ∈ G, (74)
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using which we can transform the left-hand side of (72) as follows:∫
Ck

Θ2[RT ](u)M(u) du =
∑

G∈〈T 〉|G
Ĝ−1

{∫
GCk

RT (u)M(u) du

}
Ĝ.

The poles of RT (u) lie inside the circle GCk for the following elements G of G:

Table 1

pole G ∈ G comments

u = α T1, . . . , Tl; T
mTl+1, T

mTl+2, . . . , T
mTs m > 0

u = β T1, . . . , Tl; T
mTs, TmTs−1, . . . , T

mTl+1 m < 0

Estimates for the length of the non-cancellable representation in terms of the
generators show that the elements T1, . . . , Tl; Tl+1, . . . , Ts belong to distinct right
cosets by the subgroup 〈T 〉, therefore calculating the residue

Res
u=α

(
RT (u)M(u)

)
= (α− β)−2Ṁ(α)− 2(α− β)−3M(α)

= (α− β)−3

∥∥∥∥α+ β −2αβ
2 −α− β

∥∥∥∥ , (75)

and the residue of RTM at u = β we arrive at the right-hand side of (72). Note

that the matrix (75) is Ad T̂ -invariant, as the identity∥∥∥∥α+ β −2αβ
2 −α− β

∥∥∥∥ =

(
α

1

)
(1, −β) +

(
β

1

)
(1, −α)

shows, therefore in the calculations of the right-hand side of (72) we can choose
representatives of cosets by the subgroup 〈T 〉 from Table 1.

(2◦) We now transform the left-hand side of (73) using Hejhal’s identity:∫
Ck

Θ2[R
xy
T ](u)M(u) du =

∑
G∈G

Ĝ−1

{∫
GCk

RxyT (u)M(u) du

}
Ĝ.

Note that the points x, y ∈ R lie outside all the circles GCk and the points α and β
lie inside the circle GCk only for the elements G in Table 1. To take the sum of

the quantities Ĝ−1 Resu=α,β(R
xy
T M)Ĝ for G in Table 1 we must know the sums

of the series

∞∑
m=0

T̂−mM(α)T̂m =
∞∑
m=0

λmM(α) =
M(α)

1− λ ,

∞∑
m=1

T̂mM(β)T̂−m =
∞∑
m=1

λmM(β) =
λM(β)

1− λ .

Carrying out the calculations we arrive at (73).
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3.5.2. Basis of Poincaré Θ2-series. Using Theorem 8 we can calculate Hejhal’s map
for several (relative) quadratic Poincaré series:

Table 2

T ∈ G
∫
Cs

Θ2[RT ](u)M(u) du

Gk
iπ

2α2

(
0 α

α−1 0

)
δks

GkG
−1
s Gk − iπ

2α2
Ĝk

(
0 α

α−1 0

)
Ĝ−1
k

GsG
−1
k Gs

iπ

2α2

{(
0 α

α−1 0

)
+ Ĝs

(
0 α

α−1 0

)
Ĝ−1
s

}

Corollary to Theorem 8. The quadratic differentials (68) with T=G1, G2, . . . , Gg;

G1G
−1
2 G1, G1G

−1
3 G1, . . . , G1G

−1
g G1 make up a basis in the (2g − 1)-dimensional

space of even (that is, invariant under the hyperelliptic involution) holomorphic
quadratic differentials on M .

Proof. We claim first that all quadratic differentials under consideration are invari-
ant under the involution M , which in our model has the form u → −u. Indeed
all the motions T in the statement of the corollary satisfy the relation T (−u) =
−T−1(u) (recall that each element G1, . . . , Gg is a composite of two reflections),
therefore

(a) α(T ) + β(T ) = 0,

(b) the involutionG(u)→ G̃(u) := −G(−u) can be extended to the right cosets
〈T 〉|G.

These two observations allow us to conclude that Θ2[RT ] is an even function of u
for the T under consideration.

To prove the completeness of the system of quadratic differentials in question we
consider the linear functionals 〈lk,Ξ〉 and 〈mk,Ξ〉 on holomorphic quadratic differ-
entials Ξ(u)(du)2 that are the entries (1, 2) and (1, 1), respectively, of the matrix∫

Ck

Ξ(u)M(u) du. Using Table 2 we make up a matrix of the values of the system

of 2g− 1 functionals 〈l1, · 〉, . . . , 〈lg, · 〉; 〈m2, · 〉, . . . , 〈mg, · 〉 at the quadratic differ-
entials Θ2[RT ](du)2. This matrix is indicated in Fig. 5 below, where we have set
Lk := iπα−1(Gk)/2 and Mk := iπα−3r−2

1 c1(α
2−α2(G1))/2 for α := α(G1G

−1
k G1).

If α2 = α2(G1), then α(G1) must be a fixed point of Gk. Hence the diagonal
entries of the matrix are distinct from zero, the matrix is non-degenerate, and the
quadratic differentials in question actually make up a basis.
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T 〈l1, · 〉 〈l2, · 〉 . . . 〈lg, · 〉 〈m2, · 〉 〈m3, · 〉 . . . 〈mg , · 〉

G1 L1 0 . . . 0 0 0 . . . 0

G2 0 L2 . . . 0 0 0 . . . 0

..

.
..
.

. . .
..
.

..

.
..
. 0

..

.

Gg 0 0 . . . Lg 0 0 . . . 0

G1G
−1
2 G1 ∗ ∗ . . . ∗ M2 0 . . . 0

G1G
−1
3 G1 ∗ ∗ . . . ∗ 0 M3 0

.

..
.
..

.

..
.
..

. . .

G1G
−1
g G1 ∗ ∗ . . . ∗ 0 0 . . . Mg

,

Figure 5

We shall now show how one can use Poincaré series for the calculation of direc-
tional derivatives in Theorem 7. We start with the holomorphic quadratic differen-
tials dζj dζk used in the calculations of derivatives of the periods πjk. These qua-
dratic differentials are invariant under the involution of M , therefore knowing the
coefficients of the expansion of dζj dζk with respect to the explicit basis of quadratic
Poincaré series we can use Table 2 to calculate the map (67) for Ξ(du)2 = dζj dζk.
As regards the calculation of the coefficients of the expansion, it suffices to know
a complete collection of effectively calculated functionals on the space of even qua-
dratic differentials.

Lemma 3. Fix local variables at 2g−1 points in the hyperelliptic curve M such that
no two of them correspond to each other under the involution. Then the values of the
quadratic differentials at these points make up a complete collection of functionals
on the (2g − 1)-dimensional space of even holomorphic quadratic differentials.

Proof. Note that the completeness of the system does not depend on our choice
of local variables at the distinguished points p1, p2, . . . , p2g−1 ∈ M — a change of
coordinates means multiplication of the functionals by constants distinct from zero.

We consider now a second-order element x ∈ C(M) [14] that is finite at the
distinguished points and an element w ∈ C(M) related to x by an equation of the
form w2 = P2g+2(x), where P2g+2 is a polynomial of degree 2g + 2 with simple
zeros. We can assume without loss of generality that w 6= 0 at p1, p2, . . . , pm,
and we can take x for a local variable at these points; we take w for the local
variable at the remaining points pm+1, pm+2, . . . , p2g−1. We arrange the values of
the corresponding functional at the basis w−2xj(dx)2 (j = 0, . . . , 2g − 2) in the
space of even quadratic differentials [14] into a matrix:

pk (k = 1, . . . ,m) pk (k = m+ 1, . . . ,2g − 1)

w−2xj(dx)2 w−2(pk)x
j(pk) 4(Ṗ2g+2)−2(pk)x

j(pk)
(j = 0, . . . ,2g − 2)

. (76)

The matrix (76) differs from the Vandermonde matrix ‖xj(pk)‖ by right multi-
plication by a diagonal matrix. By assumption x(pk) 6= x(ps) for pk 6= ps, therefore
the matrix in question is non-degenerate and the functionals make up a basis in the
dual space.
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In the case of meromorphic quadratic differentials dηxy dηpq, dζk dηpq we can find
a sum of (at most four or at most two, respectively) quadratic differentials of the
form (69) with the same singularities and expand the remaining holomorphic part
with respect to the explicit basis of relative quadratic Poincaré Θ-series [27].

§ 4. Calculations of Chebyshev polynomials

We shall now show how one can solve in the Schottky model the problems stated
in the introduction:

(A) the solution of Abel’s equations,
(B) the calculation of Tn and the value of the x-variable.

4.1. Uniformization with slits A111,A222, . . . ,Aggg.

4.1.1. Schottky group. Let (11), (12) be a point in the moduli space H(R; g, 1). We
associate with it a symmetric Schottky group G as follows. We map the Riemann
sphere with slits [a1, b1], [a2, b2], . . . , [ag, bg], [1,−1] conformally onto a circular
domain with normalization {−1,∞±, 1} → {0,±i,∞}, as in Fig. 6. The slit domain
is invariant under complex conjugation, therefore the circular domain is also sym-
metric relative to the real axis. The last domain generates a Schottky group G of
the form described in § 3.1.

Figure 6. Uniformization of M with slits along the A-cycles

The theory of quasiconformal maps [29] — or results on the monodromy map [26]
— enable one to assert that the quantities ck and rk, the centres and the radii of
the discs in (38), satisfying the constraints

0 < c1 − r1 < c1 + r1 < c2 − r2 < c2 + r2 < · · · < cg − rg < cg + rg, (77)
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make up a global real-analytic system of coordinates in the moduli space H(R; g, 1).
These coordinates are preferable to the old ones, when the moduli are the rami-
fication points in the surfaces, because the central object of the theory, the A-
normalized Abelian differential of the third kind dη involved in (15) and (16) now
has a representation that can be effectively used in calculations:

dηA := dη−ii =
∑
G∈G

{
(Gu+ i)−1 − (Gu− i)−1

}
dG(u). (78)

4.1.2. Equations of the cell T(m0, . . . , mg).

Lemma 4. Abel’s equations (15) are equivalent to the following relations:

Ek(i) = exp

(
iπ
m̃k

n

)
, k = 1, . . . , g, (79)

where m̃k := m0 +m1 + · · ·+mk−1.

Proof. (1◦) By (15) we obtain

2πi
m̃k

n
=

∫
Bk

dη =

∫ u

Gku

dη−ii
(∗)
=

∫ i

−i
dηGkuu =

∫ i

−i
dζk

(∗∗)
= 2

∫ i

∞
dζk, (80)

where the equality (∗) follows from Riemann’s bilinear relations, the integration
of dζk proceeds along the imaginary axis from −i through ∞ to i; in (∗∗) we use
the fact that dζk is odd with respect to the involution. Dividing both sides of (80)
by 2 and exponentiating we obtain (79).

(2◦) Conversely,

exp

∫
Bk

dη
(80)
= exp

(
2

∫ i

∞
dζk

)
(79)
= exp

(
2πi

m̃k

n

)
.

The assertion of the lemma now follows from the inequality

0 < −i
∫

Bk

dη < 2π

established in the proof of Lemma 1 for the model (12) on the basis of the conformal
map of the upper half-plane onto a ‘comb’ domain of width 2π. In the Schottky

model the quantity −i
∫

Dk

dη−ii is double the angle at which one sees from the

point u = i the subset GDk = G{D̃1 ∪ · · · ∪ D̃k} of the real axis (see Fig. 3).

4.1.3. ‘Navigation’ in the moduli space. The problem of ‘navigation’ is to find a
descent from an arbitrary point M in the moduli space onto the cell T described by
the system (79). In the final stage of the descent it proves very efficient to use the
Newton method, when one linearizes the left-hand sides of equations (79) in the
variables {ck, rk}gk=1 of the moduli space using variational Theorem 7. One makes
the descent to the closest point in the g-dimensional plane defined by the linear
part of (79).
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If the initial point M0 lies far away from the cell, then the ‘navigation’ becomes
a mere ‘drift’ towards T, for instance, along the trajectories of a suitable dynamical
system.

Consider the function of distance from a fixed cell T(m0, . . . , mg) in the coor-
dinate system {µk, νk}gk=1 in the moduli space induced by the embedding of H in
the simplex (30) as the submanifold {λk(a, b, c) = 0, k = 1, . . . , g}:

Φ(M) :=

g∑
k=1

(
µk(M)− 2π

m̃k

n

)2

. (81)

In the coordinates {ck, rk}gk=1 the same function has the following expression

ΦA(M) := 4

g∑
k=1

(
ArgEk(i)− π

m̃k

n

)2

(82)

— here we use (80) and the fact that |Ek(u)| = 1 on the imaginary axis. This
distance function, and also its differential, vanishes only for M ∈ T(m0, . . . , mg).
On the complement to T(m0, . . . , mg) we consider the dynamical system

dM

dt
= − ∇Φ

|∇Φ|2 (M), M ∈ H(R; g, 1) \ T, (83)

which, unfortunately, is not invariant under changes of variables. The derivative of
Φ along a trajectory of (83) is −1, so that starting from M0 we can arrive at the
submanifold in time Φ(M0). However, we cannot be sure that the trajectory does
not leave the moduli space in even shorter time. To understand whether all trajec-
tories of the dynamical system (83) written with respect to the variables {ck, rk}gk=1

intersect the cell T(m0, . . . , mg) one must analyze in detail the behaviour of the
diffeomorphism {ck, rk}gk=1↔ {µk, νk}

g
k=1 near the boundary of the moduli space.

Thus far, this remains an open question.
Finding ourselves on a T-manifoldwe can move along it because we can effectively

calculate the tangent plane at each point; in this manner we can attain each point
in the manifold.

4.1.4. Parametric representation of Chebyshev polynomials. It remains to recover
the Chebyshev polynomials corresponding to points in the manifold of support
sets. We start with the x-variable, which we regard as a function on the surface
M ∈ H(R; g, 1). We consider a second-order element x1 ∈ C(M) taking the values
0, 1,∞ for x = −1,∞, 1, respectively, so that

x =
x1 + 1

x1 − 1
. (84)

It is easy to see that
dx1

x1
(u) = 2 dη0∞(u), therefore

x1(u) = exp

(
2

∫ u

i

dη0∞

)
= (u, i; 0,∞)2
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and x(u) can be recovered by formulae (84) and (44). The expression for Tn is an
immediate consequence of (16):

Tn =
1

2

[
(u,∞;−i, i)n + (u,∞; i,−i)n

]
.

4.2. Uniformization with slits B̃111, . . . , B̃ggg. Carrying out the Schottky uni-

formization with slits along the B̃-cycles we obtain more cumbersome formulae.

4.2.1. Schottky group. We fix a surface M of the form (11), (12) and map the
extended plane with slits [−1, a1], [b1, a2], [b2, a3], . . . , [bg, 1] conformally, with nor-
malization {−1, a1,∞}→ {∞, 0, 1}, onto a circular domain (see Fig. 7).

Figure 7. Uniformization of M with slits along the B̃-cycles

As before, this circular domain gives rise to a symmetric Schottky group, which
gives us another system of global real-analytic coordinates {ck, rk}gk=1 in the moduli
space,

0 < c1 − r1 < c1 + r1 < c2 − r2 < c2 + r2 < · · · < cg − rg < cg + rg < 1; (85)

they are, of course, different from the variables in (77).

4.2.2. Equations of the cell T(m0, . . . , mg).

Lemma 5. Abel’s equations (15) are equivalent to the following relations:

E2n
k (1) = Em1

1k E
m2

2k · · ·E
mg
gk , k = 1, . . . , g. (86)
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Proof. The A-normalized differential of the third kind dη has the following form in
the model under consideration:

dηB := dη−11 +

g∑
j=1

γj dζj, (87)

where the coefficients γj are the solutions of the linear system

2

∫ 1

∞
dζs +

g∑
j=1

γj

∫
Ãs

dζj = 0, s = 1, . . . , g. (88)

Indeed, A-normalization is the same as Ã-normalization and∫
Ãs

dη−11 =

∫ u

Gsu

dη−11 =

∫ 1

−1

dηGsuu =

∫ 1

−1

dζs = 2

∫ 1

∞
dζs.

The differential (87) satisfying Abel’s equations has the coefficients γj = mj/n,
which brings us to the form (17) of these equations. Equations (88) are real,
therefore, we arrive at equivalent equations (86) by exponentiating.

4.2.3. ‘Navigation’ in the moduli space. The above-introduced function Φ measuring
the distance to the cell T embedded in the space H has in the new variables (85)
the following form:

ΦB(M) = (2π)2

g∑
k=1

( g∑
s=k

(
γs −

ms

n

))2

, (89)

where the γs(M) are the solutions of the linear system (88). Descending along
gradient trajectories of ΦB we arrive at the manifold of support sets T (again,
this is an experimentally established fact) and can move further along this
manifold.

4.2.4. Recovering the polynomial. A parametric representation of the Chebyshev
polynomial Tn( · , x) is as follows:

Tn =
1

2
(V + V −1),

V (u) := (−1)n(u,∞;−1, 1)nEm1
1 (u)Em2

2 (u) · · ·Emgg (u),
(90)

x =
x1 − a1

1− x1
, x1(u) = (u, 1; 0,∞)2, a1 = 2x1(cg + rg) − 1. (91)

Remark. The normalization that we used in § 4.2 is not completely symmetric rel-

ative to the components of the support set: the cycle B̃0 is distinguished. We
could use the normalization {bs, as+1,∞}→ {∞, 0, 1} instead, which would slightly
change formulae (87), (86), (90), and (91).
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Figure 8. The Chebyshev polynomials for g = 2, n = 30, and the partitionings

11 + 15 + 4; 10 + 17 + 3; 13 + 2 + 15; 15 + 4 + 11; and 13 + 7 + 10

4.3. Graphs of Chebyshev polynomials. Using the formulae presented in
this paper this author has written a computer program SCHOTTKY calculating
Chebyshev polynomials least deviating from zero on systems of intervals. The input
data are the integers g, m0, . . . , mg specifying the cell T; the initial point {c0k, r0

k}
g
k=1

in the moduli space (85); and accuracy ε. The program performs with accuracy
ε the gradient descent onto the manifold T(m0, . . . , mg) in the moduli space and
finds a parametric representation for the corresponding Chebyshev polynomials by
formulae (90) and (91). We present the graphs of several polynomials in Fig. 8.
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[20] F. Schottky, “Über eine spezielle Function welche bei einer bestimmten linearen
Transformation ungeändert bleibt”, J. Reine Angew. Math. 101 (1887), 227–272.

[21] D.A. Hejhal, “On Schottky and Teichmüller spaces”, Adv. in Math. 15 (1975), 133–156.

[22] L.V. Ahlfors, “The complex analytic structure of the space of closed Riemann surfaces”,

Princeton Math. Series, vol. 24, 1960, pp. 45–66.

[23] L. Bers, “Holomorphic differentials as functions of moduli”, Bull. Amer. Math. Soc. 67

(1961), 206–210.

[24] M. Schiffer and D. C. Spencer, Functionals of finite Riemann surfaces, Princeton Univ.
Press, Princeton, NJ 1954.



Effective computation of Chebyshev polynomials for several intervals 1605

[25] H. E. Rauch, “Weierstrass points, branch points and moduli of Riemann surfaces”, Comm.
Pure Appl. Math. 12:3 (1959), 543–560.

[26] C. J. Earl, “On variations of projective structures”, Riemann surfaces and related topics,
Princeton Univ. Press, Princeton 1980, pp. 87–99.
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